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Abstract. The article presents the principles of
creating systems with the adaptation to the
operation time. In the literature on systems design
the adaptation mostly concerned: 1) the unknown
object structure; 2) the unknown object parameters;
3) unknown parameters of input signals; 4) the
unknown functions of system state dynamics; and
5) unknown environment conditions. It usually
assumed that the control process is intended to
achieve a certain, usually optimal state of the
system, - such way the “adaptive system concept”
are close to “optimal system concept”. The other
approach for system design with these conditions is
robustness, as robust control does not need a
priori information about the bounds on these
uncertain or time-varying parameters; robust
control guarantees that if the changes are within
given bounds the control law need not be changed,
while adaptive control is concerned with control law
changing itself. In the last 10 — 15 years there was
introduced the new approach as “resilient systems”.
“Resilience engineering” may look like “repairing
engineering” — it is assumed that errors or
malfunctions occur “for sure” and the system should
respond appropriately to this.

The system operation time, as the cause of
adaptation, was very rare considered, mostly when
reliability issues are discussing. The proposed
approach is new. The proposed principles should be
used with known approaches of dependable system
design, — these are engineering and information
theory redundancy. Both approaches must be used
in the design phase and are unchanged structural
parameters of the system during operations. There
were concerned mostly “long-living systems” and
the same task of reliability.
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Proposed principles can be used in the
development of the systems designed for
continuous operation with absence of the possibility
of external human intervention to restore system
performance or some maintenance procedures. By
«system» in this article are meant «Complex
Adaptive Systems» (CAS). Currently, the proposed
approach can be attributed to the development of
"Artificial General Intelligence" (AGI). Examples
of such systems include space-based and
underwater-based robotic systems. By
“Adaptability of the system to time” — in the sense
of control process — it is meant a certain structural
reconfiguration of the system, considering the non-
stationary nature of stochastic processes of errors,
damages, and system failures.

The formulation of principles is of a general
declarative nature — at this stage the author gives
preference to the essence of the proposal, rather than
its formalization. The article does not provide
specific design guidelines, but contains some
examples of possible applications, mainly to
highlight the essence of the proposals.

Keywords: complex system, adaptation, time,
system failure, artificial general intelligence, non-
stationary stochastic process.
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INTRODUCTION

In the literature on adaptive systems
published before the adaptation mostly
concerned: 1) the unknown object structure; 2)
the unknown object parameters; 3) unknown
parameters of input signals; 4) the unknown
functions of system state dynamics; and 5)
unknown environment conditions [1]. It usually
assumed that the control process is intended to
achieve a certain, usually “optimal state” of the
system, — such way the “adaptive system
concept” are close to “optimal system concept”
[2, 18]. The other approach for system design
with these conditions is robustness, as robust
control does not need a priori information about
the bounds on these uncertain or time-varying
parameters [3] Robust control guarantees that if
the changes are within given bounds the control
law need not be changed, while adaptive control
is concerned with control law changing itself.

In the last 10 — 15 years there was introduced
the new approach as “resilience engineering”
and “resilient systems” and may look like
“repairing engineering” — it is assumed that
errors or malfunctions occur “for sure” and the
system should respond appropriately to this [4].
This concept had been proposed on the base of
two known ones: reliability and robustness. But
this book was mostly concerned with
organizations and social systems but very few
technical issues were analyzed. In [4] it was
also noted the difference of the two design
philosophies: reliability design and resilient
design, — is that with the concept of resilience,
the system has undergone through a temporary
failure or more generally, the system fails to
work under a stable state say A but then changes
to a new state say B to perform the function.
Change of states from failure states to new
states is an inherent property of these systems,
which is defined as the resilience property [5].
Reliability design uses redundancy and the
system after failure will try to restore the state
A in operative mode.

In the article [6] it was proposed a definition
of the resilient machine, a general architecture
of resilient machine systems and three design
principles for the resilient machine. In this
article it was highlighted that resilience
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engineering may look like repairing
engineering. However, repairing engineering
uses external resources, instead of system
internal resources, to heal the damaged
component, so that the whole system can
recover to its function. Resilience engineering
focuses on own resources of the system, which
are inhibited in the system, determined when
the system is designed. As the definition in the
article it was proposed the following: “Resilient
machines are systems that have an inherent
ability to change from a failure state to a new
state to function”. In the books [7, 8] it were

considered  “rigorous  development”  of
“complex fault-tolerant systems”.
Autonomous Intellectual Systems

development needs to provide long and reliable
operations without maintenance and repair by
support staff. For example, as such tasks there
can be listed robots in space and in undersea.

As Autonomous Intellectual System we
mean some system with Artificial General
Intelligence (AGI), — AGI-Agent or “robot”,
that operates autonomously and makes the
decisions on the base of interactions with the
environment.

It is assumed the AGI-unit is controlled by
the computer platform of “Von Neumann
architecture” with operating system and
application software.

Robot should test its state during the
operation. In the case of AGI-concept this task
is much more complex than in the case of usual
technical system. If the error or system failure
occurred autonomous system should take any
rational activities to restore the correct
operating.

Of course in many of such cases to restore
full scope of features will be impossible but to
keep some functions and in principle be in
operative mode, — it is valuable task.

It is well known general approaches of
dependable design:

- engineering redundancy - the duplication
of critical components or functions of a system
with the intention of increasing reliability;

- information theory redundancy — the num-
ber of bits used to transmit a message minus
the number of bits of actual information in the
message [9].
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Both approaches must be used in the design
phase and are unchanged structural parameters
of the system during operations. For the first
approach there are different disciplines how
redundant units can be used. A lot of literature
is devoted to the methods of designing high
reliability systems, and the interested reader can
easily find the relevant sources.

The author in this article proposes some new
principles for increasing the life cycle of AGI
robots, which have not been covered so far, and
do not yet have specific technical
implementations. These principles relate to the
field of property common to all technical
systems that arise during their operation: any
system will fail after some time of operation. It
can be confidently asserted that this property
arise precisely as a result of the passage of time.
In the case we will not be concerned about the
question of the nature of time, which, as you
know, has not yet found a fundamental answer
in science.

The cause of system fail can be permanent —
“system failure” — or temporary —
“malfunction”. Proposed principles relate to the
prevention of system failures of both kinds.

As the definition of adaptation, we will use:
“Adaptation is considered to be a process of
modifying the parameters or the structure of the
system and the control actions. The current
information is used to obtain a definite (usually
optimal) state of the system when the operating
conditions are uncertain and time-varying [1].

Some other definition: “Adaptive control is
the combination of a parameter estimator,
which generates parameter estimates online,
with a control law in order to control classes of
plants whose parameters are completely
unknown and/or could change with time in an
unpredictable manner.” [10].

The traditional approach to the design of
adaptive systems assumes that, based on the
analysis of input data and environmental
parameters, the system can take actions to
achieve the desired state or effect of
functioning. At the same time, the traditional
approach considered "time" only as an
independent variable in the corresponding
differential equations describing the dynamics
of the system. In the case of stochastic models,
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the random processes underlying them, as a
rule, were assumed to be stationary and ergodic.
The issue of adapting to the operating time was
not raised within the framework of the
traditional approach to the design of adaptive
control systems.

Recently, there have been works on the so-
called «Time-bounded Adaptation». For
example in [11] discusses the issues of dynamic
adaptation of software for autonomous
vehicles. It was proposed to categorize
automotive  systems  with  respect to
requirements for dynamic software adaptation.
They defined a taxonomy that captures various
dimensions of dynamic adaptation in emerging
automotive system software. In automotive
systems, software adaptations must often be
time-bounded since stale information could
trigger improper driver reactions. For example,
a driver information system should update a
display within a bounded time to ensure drivers
are not informed about traffic jams that no
longer exist. The maps should be downloaded
in time when the route needs it. Likewise,
adaptations should minimize software update
time to ensure that software applications and
data are fully integrated into vehicles before
they are used. Next-generation automotive
systems differ in their need for dynamic
adaptation support.

This paper [11] identifies the software
adaptation requirements of the following four
classes of automotive systems:

- Vehicle-centric systems;

- Driver information systems, which require
the dynamic adaptation of content, as well as
periodic update of vehicle software to better re-
flect the current environmental conditions.

- Cooperative driving systems, which adapt
their behavior according to the surrounding ve-
hicles and road conditions.

- Vehicular sharing systems, which use the
processing power and data transmission of mul-
tiple vehicles to perform distribute computa-
tions.

In the case of autonomous vehicles, it is
probably incorrect to call such tasks as “time-
related adaptation”, because for example, the
need to adapt the road context for the driver is
not caused by time itself but is associated with
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the movement of the car and the change in the
traffic situation around it. If the car is parked,
for example, there is no need for "temporary
adaptation", as the authors called it. Rather, in
all such cases, it is about the need to reconfigure
the system — in particular, to load and save some
new software — when certain external events
occur.

ADAPTATION TO TIME

The goal of this article is to propose new
principles that can be used in the design phase
to enlarge the dependability of long living
autonomous systems that operate without
maintenance.

The proposed approach is new. Proposed
principles should be wused with known
approaches of dependable system design, - this
is engineering and information theories of
redundancy. Both approaches should be used in
the design phase. There were concerned “long-
living systems” and the same task of reliability.

Proposed principles can be used in the
development of the systems designed for
continuous operation with absence of the
possibility of external human intervention to
restore  system performance or some
maintenance procedures. By «system» in this
report are meant «Complex Adaptive Systems»
(CAS).

Complex adaptive systems are dynamical
systems that can change their structure, their
interactions, and, consequently, their dynamics
as they evolve in time. Complex systems are co-
evolving multilayer networks. The essence of a
complex adaptive system is that the interaction
networks may change and rearrange because of
changes in the states of the elements. Thus,
complex adaptive systems are systems whose
states change because of interactions and whose
interactions change concurrently as a result of
states [17].

In [17] there were proposed the following
ten facts about complex adaptive systems as the
essence of CAS:

1. Complex systems are composed of many
elements.

2. These elements interact with each other
through one or more interaction types.
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3. Interactions are not static but change over
time.

4. Elements are characterized by states.
States are not static but evolve with time.

5. Complex systems are characterized by the
fact that states and interactions are often not
independent but evolve together by mutually
influencing each other;
states and interactions co-evolve.

6. The dynamics of co-evolving multilayer
networks is usually highly non-linear.

7. Complex systems are context dependent.

8. Complex systems are algorithmic.

9. Complex systems are path-dependent and
consequently often non-ergodic.

10. Complex systems often have memory.

From author point of view there should be
one more fact that complex adaptive systems as
opposed to simple adaptive systems: “11.
Complex adaptive system should not be set in
“Initial State” or as for mechanical control
systems — state of x=0, where x — independent
variable (usually “time”). The identification of
states in complex adaptive systems is very
complex task that very rare can be resolved
accurately [15, 16]. In this case it is hard to
predict the stability of the system even the
changings occurred were small. Because of it
there is substantial reason to have some
mechanism to enlarge dependability of the
system. As we consider “time” in classic
mechanics ordinary view the proposed
principles can be seen as robust approach.

Currently, the proposed in the article
approach can be attributed to the development
of "Artificial General Intelligence Systems"
(AGI-Systems). Examples of such systems
include space-based and underwater-based
robotic autonomous systems [19], [20]. The
proposed principles can be wused in the
development of Operating Systems of AGI-
Applications [21].

As Complex Adaptive Systems we can
consider Artificial General Intelligence Agents.
In this case “the state of the system” will be
mostly concern the concept ‘“content” or
“scene” — means its internal perception and
model. Operation of AGI-Agent can be correct
only in the case of (1) right estimation and
recognition of the external environment factors;
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(2) right internal model of external scene; (3)
right reactions to external impacts. Proposed
principles can be used for the design of AGI-
Agents of long live autonomous systems.

By “Adaptability to time” — in the sense of
control process — it means a certain structural
and parameters reconfiguration of the system
taking into account the non-stationary nature of
stochastic processes of errors, damages and
system failures. This non-stationary nature of
the failures means that over time we see the
system failure in sure! The matter is the only: it
will be earlier or later...

The formulation of principles is of a general
declarative nature — at this stage the author
gives preference to the essence of the proposal,
rather than its formalization. This article does
not provide specific design guidelines, but
contains some examples of possible
applications, mainly to highlight the essence of
the proposals.

Time still is undefine concept in physics.
There are approaches to formulate mechanics
without time as the factor, for example by Julian
Barbour [12]. The author belongs to the
scientists that think that “time” is an illusion.
But the existence of time as the real physics
factor does not concern the principles proposed
here because of the principles’ definitions use
not “time” directly but non-stationarity of
stochastic processes of errors and failures in the
systems.

For the simplicity we will consider the
systems with discrete internal states.

What is the “state” of the system?

If we consider the dynamic systems that is
the coordinates, velocities, and forces [10]. To
introduce the meaning of “right state” in this
case 1s out of reason because the “state” in this
case also included the environment parameters
that are external for the system.

If we consider the If we consider the finite
state machine (sometimes called a finite state
automaton) a “state” means the discrete vector
of all states of memories’ cells (triggers) [13].
In this case a “right state” means correct
operating conditions of automata and absence
of occasional errors.

But with Artificial General Intelligence
Systems (AGI-Systems) — also discrete as the
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base a “right state” means not only operating
conditions but also the correspondence and
relevance of internal model of the environment
in AGI-System (robot) and real external
situation [14].

Let AGI-System has the number of states N.
Let us see Pji(t) is the probability of the state i
€ 1,...N in the moment of time t. Thus

Pi(t)y=1 — X a1...G-1)+1)..8) Pi(t).

When t=0 the system is in the initial state
and P1(0)=1 — we consider the system in
operating mode, thus Y 2.~y Pi(0)=0.

When t increases the states will be changed
according to the environment impact and the
laws of functioning. But in every moment t only
one state will be the “proper” one. If that be not
right for some kind of system we can consider
the set of right states as one entity and the rule
will be executed.

Let us see P«(t) as the probability of right
state “r” in the moment t. As the experience
shows when t increased substantially P(t)<l
and it decreases permanently when t increases

and Z(all other states without r) P1(0)>O — this sum
increases permanently when t increases

and Pr(t)+2(0ther states without r) Pl(O):l in any
moment t as for complete group of events.

The goal of proposed systems design
principles is to increase Pi(t) in any moment t.

The systems design principles of adaptation
to time.

Principle 1 — “Functional scope reduction
over time”: the system should decrease the
number of functions supported over time.

Comments: In complex systems there are
main functions and axillary functions. In main
functions set also usually can be assigned the
priorities — and with the time the number of
active functions can be decreased — as the result
the probability of right set P«(t) will be
correspondingly increased. Of course, in every
case the special analysis should be undertaken.

Principle 2 — “Operating area reduction over
time” — the system should decrease the area of
operation over time.

Comments: Every system has limited
resources/features. These resources/features
should serve some area of operations. If with
increasing time the area of operations will be
decreased the probability of right state P(t) will
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be increased.

Principle 3 — «Defocusing attention over
timey» or «mutual compensation of the errors»”
— the system should reduce the accuracy of
maintaining the state over time.

Comments: Most systems try to keep the
“right state” taking into account the impact of
external environment and noise. But when the
state had been changed improperly from right
one to some incorrect one — as the result of error
or noise impact, - the stability of this incorrect
state leads to error functioning of the system in
time and as stronger would be the accuracy of
keeping the current state as more time the
system would be incorrect. If we weaken the
accuracy of state saving over time, then we
increase the probability of finding the system in
the correct state Pi(t) as a result.

Non-stationary  nature of  stochastic
processes of errors, damages and system
failures means that the total probability of the
set of incorrect states will be permanently
increasing and correspondingly the probability
of correct state will be decreasing.

If we use Principles 1 and 2 in the design of
the system, the probability of keeping of correct
state over time will be increased in comparison.

Principle 3 use the possibility of
“compensation of the errors” — if the system is
in incorrect state the accuracy of maintaining of
this state is harmful and when we decrease this
accuracy, we correspondingly increase the
probability of correct state.

If and when we could assign some measure
to the “states” and by such way to define some
“distances” between states we could define one
more principle of adaptation to time, namely:
“over time the system should decrease the
distances between the states”, — taking into
account that with these distances the power to
go from one state to another can be tied thus the
power to return to the “right state” from any
other can be minimized. But now the author
cannot define the measure for the states and that
will be for future research.

CONCLUSION
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In the article there was proposed new
approach of system design principles that can
enlarge dependability of the systems in long
period of time. Despite the author has not seen
such principles published before it is hardly be
said that all of them are unknown. In the design
of cabins of modern aircrafts there was used
Principle 1. Principle 2 is used in some tasks of
radio location. But the formulation of this
principles, as author can see, is new. Author
only cannot find the proper example for using
of Principle 3 — may be, it was not only
formulated but invented.
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IIpUHIUNIBI CHCTEMHOTO MPOEKTUPOBAHUS
ajanTanus KO BpeMeHH s J0JIT0KHBYIIHX
ABTOHOMHEIX CHCTEM

Cepeeii Kopnees

AHHOTALMS. IIpencrasieHbl IIPUHLIMIIBI
CO3JIaHHS CUCTEM C alalTalliei K BpeMeHH paOoThI.
B kadectBe cucremam B JJaHHOM cCIiydae
paccMaTpUBAIOTCS CrnoxHble aJlalTUBHbIE
CUCTEMBI, HaIpumep, VHTEJUIEKTyallbHbIE
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ABTOHOMHBIE CHCTEMBI, OTHOCSIINECS K KOHLCTILIUH
«McKyCCTBEHHOTO HHTEIIEKTa OOIIEro THIIa»
(Artificial ~ General Intelligence, AGI). B
JUTEepaType 1O TPOCKTUPOBAHUIO CHUCTEM B
OCHOBHOM pedb UJIET 0: 1) HEN3BECTHOU CTPYKType
00BeKTa; 2) HEM3BECTHBIM IapamMeTpaM OOBEKTa;
3) HeW3BeCTHBIM MapamMeTpaM BXOAHBIX CHTHAJIOB;
4) HEU3BECTHHIM (DYHKIUSAM JTUHAMUKU COCTOSIHUS
CUCTeMBI ® 5) HEHW3BECTHBIM  YCIIOBHUSIM
oKpyxatomeit cpempl. OOBIYHO TIPEATIONaraeTcs,
YTO TMpolecc YIpaBlICHUS TNpenHa3Ha4eH IS
TOCTIKEHHS OTIpE/IETICHHOTO, 0OBIYHO
ONITUMAFHOTO COCTOSIHHSI CHICTEMB, TaKUM
00pa3oM «KOHLEMIMs aJalTUBHOW CHUCTEMBI»
OMM3Ka K «KOHLIEHIIMY ONTHMATBHOU CHCTEMBDY.

JpyruM moaxomoM K TMpOeKTHPOBAHHUIO CHCTEM
C OTUMH YCIOBHSMH SBISICTCS POOACHHOCHb.
PoGactHoe ympaBnenune He TpeOyeT ampHOPHOI
rH(OPMAIINK O TPaHUIAX ATHX HEOIPEIeICHHBIX
WM U3MEHSIONIUXCS BO BPEMEHHW IapaMeTpoB, —
pobacmuoe ynpagneHue TAPAHTUPYET, YTO €CIH
M3MEHEHUS HaXOATCS B 33JJaHHBIX MPeJeNax, 3aKOH
yIOpaBleHusT HE HYXJIaeTcs B H3MEHEHHH, B TO
BpeMsl KaK aJanTUBHBIM KOHTpOJb CBS3aH C
HW3MEHEHHEM CaMOro 3aKOHa yIlpaBleHus. B
nocienavie 10 — 15 et Obi1 BHEAPEH HOBBIH MTOAXOT
«YCTOMUYUBBIX CHUCTEM. «nmxenepus
YCTOﬁHHBOCTH)) MOXKCT BBIIVIAIETH KaK «pEMOHTHAaA
WHXEHEPHU» — MPEATONAraeTcs, 9YTo OINOKU WIIH
HEUCTPAaBHOCTH TIPOWCXOMAT «HABEpHIKA» U
chucTeMa JIOJDKHa COOTBETCTBYIOIIMM 00Opa3oM
pearupoBath Ha 3T0. Bpems pabomel CUCTEMBI, KaK
MpUYMHA aJIalTalliy, paccMaTPHUBaJIOCh OYEHb
PENKO — B OCHOBHOM, KOTJIa 00CYXIaJIHCh BOMPOCHI
Ha/ICKHOCTH.

[Ipeanaraemsliii OaXOM SIBISETCS HOBBIM. Takue
MIPUHIUIIEL  TOJDKHBI  OBITh ~ HMCIIOJNI30BAHBI  C
U3BECTHBIMH OaX0gaMu HAJIEXKHOI'O
MMPOEKTUPOBAHUSI CHCTEM, — 3TO HW30BITOYHOCTH
KOHCTPYKTMBHass W  uwHpopmanmonHas. (O0a
MOAXONa JIOJDKHBI HCIIONIB30BATBCS Ha  dTare
IIPOEKTUPOBAHMUs, IIPU ITOM U  CTPYKTypHas
OpTraHM3aIlHs CHCTEMBI, U €€ IMapaMeTpPhl OCTAIOTCS
HEU3MEHHBIMU B MTPOIIecce IKCILTyaTaIllH.

PaCCManI/IBaIOTCH KIOJTOXKXKUBYIIUE CUCTEMBD»
Y 3a/1a4a HaJeKHOCTH. [IpemmoxeHHble TPUHIUTIBI
MOTYT OBITH HCIOJNB30BaHbl MpPHU Ppa3padoOTKe
CUCTEM, NPCAHASHAYCHHBIX [JIA HerepBIBHOﬁ
paboThl C OTCYTCTBHEM BO3MOXXHOCTH BHEILIHETO
BMEILIATEIbCTBA YEJIOBEKAa JJIsI BOCCTAHOBIICHHS
paboTOCTIOCOOHOCTH CHCTEMbI WIJIM  HEKOTOPBIX
poIelyp TEXHHYECKOro obciyxuBanus. [loj
«CUCTEMOI» MOApPa3yMeBaroTCs «CIIOKHBIE
ampantuBHbIe cucteMbl» (CAS). B HacTosee Bpems
3TOT TOAXOA MOXKHO OTHECTH K pa3paboTke
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«MCKyCCTBEHHOTO HHTEIUICKTAa OOINEro THIIa»
(Artificial General Intelligence, AGI). IIpumepst
TaKUX CHUCTEM BKIIIOYAIOT pPOOOTU3UPOBAHHBIE
CUCTEMBI KOCMHYECKOTO u TIOJIBOZIHOTO
0asupoBanus. [log «aJanTHBHOCTHIO CHCTEMBI KO
BpEMEHU», B CMBICIC TIpoliecca YIIpaBlcHUS,
MOJPa3yMeBaCTCS  OMNPENEJICHHAS  CTPYKTypHas
nepeHacTpoika CUCTEMBI c y4eTOM
HECTAIlMOHAPHOTO  XapakTepa CTOXACTHYCCKUX
MPOIIECCOB  OMMOOK, IOBPSKIEHUH © CcOOeB
CUCTEMBEI.
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dopMyTUpOBKa TMPUHIMIIOB HOCHT  OOIIUit
JeKJIapaTHBHEIN XapakTep — Ha JaHHOM dTarle aBTop
OTIaeT MPEATOYTEHNE CYTH MPEIOKEHHS, a HE €T0
dbopMammzanmu. B crarke He  TIPUBOIATCS
KOHKPETHBIE PEKOMEHIAIMH TI0 MPOEKTHPOBAHUIO,
HO COAEpXarcs HEKOTOpble MPUMEPHI BO3MOXKHBIX
MIPUMEHCHUH, TIIaBHBIM 00pa3oM ISl OCBEIICHUS
cyru npemiokenuit. [Ipunmmun 1 — cokparieHue
o0bpeMa pyHKITMOHATIHHOCTH BO BpeMeHu. [ [puHitnn
2 — cokpalmieHne OOCITy>KHBaeMOTO MPOCTPAHCTBA
co BpeMeHeM. [Ipunnun 3 — CHH)KEHHE TOYHOCTH
BBIIEP)KUBAHUS COCTOSTHUN CHCTEMBI CO BpEMEHEM.

KialoueBble  cioBa:  CIOXKHAasg  CHUCTEMa,
ajanraiusi, Bpems, cOOi, OTKa3, UCKYCCTBCHHBIN
VHTEIJICKT, HECTAllMOHAPHBIA  CTOXACTHYCCKUI
porecc.
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